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Theoretical results

Preliminaries

Main results

Understanding Hessian Alignment for Domain Generalization

• Domain Generalization aims to learn invariant mechanisms from multiple

source domains, so as to generalize to unseen target domains.

• What is the role of Hessian Alignment in DG?

• Summary 1: The distance between the classifier’s head Hessians is an

upper bound of the transfer measure that quantifies the domain shift

• Summary 2: Hessians and gradient alignment simultaneously encourage

invariant representation learning at different levels.

• Summary 3: To align Hessians efficiently, we propose two simple yet

effective Hessian alignment methods, based on different estimations

Theorem. Under mild assumptions, the spectral norm of Hessian 

Differences between source and target domains is an upper bound 

for Transfer Measure:

Transferable (Zhang et al. 2021): Every near-optimal

source classifier is also near-optimal on the target
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argmin(Լ𝒟, 𝛿𝒟): = {ℎ𝜃 ∈ ℋ, Լ𝒟(𝜃) ≤ 𝑖𝑛𝑓
ℎ𝜃∈ℋ

Լ𝒟(𝜃) + 𝛿𝒟}

Definition: 𝒮 is (𝛿𝒮 , 𝛿𝒯)-transferable to 𝒯 if

argmin(Լ𝒮 , 𝛿𝒮) ⊆ argmin(Լ𝒯 , 𝛿𝒯)

Use Transfer Measure to quantify transferability

𝑇Γ 𝒮||𝒯 = 𝑠𝑢𝑝
ℎ𝜃∈Γ

[Լ𝒯 𝜃 − 𝑖𝑛𝑓
ℎ𝜃∈ℋ

Լ𝒯 𝜃 − (Լ𝒮(𝜃) − 𝑖𝑛𝑓
ℎ𝜃∈ℋ

Լ𝒮(𝜃))]

Transferable ≡ Small transfer measure, if Γ = argmin(Լ𝒮 , 𝛿𝒮).

Proposition (Feature matching) Let ෞyp and yp be the network 

prediction and true target with the p-th class, zi be the i-th feature 

before the classifier. Matching the gradients and Hessians w.r.t.

the classifier head across domains aligns:

Hessian and gradient alignment can be seen a generalization of 

other invariant representation learning methods  

Algorithms

How to align Hessians and gradient across training domains efficiently?

𝑇Γ 𝒮||𝒯 ≤
1
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𝛿2‖𝐻𝒮 −𝐻𝒯‖2 + 𝑜(𝛿2)

𝜕𝓁

𝜕𝑏𝑝
= ෞ𝑦𝑝 − 𝑦𝑝 , 𝐸𝑟𝑟𝑜𝑟

𝜕𝓁

𝜕𝑤𝑝,𝑞
= ෞ𝑦𝑝 − 𝑦𝑝 𝑧𝑞 , 𝐸𝑟𝑟𝑜𝑟 × 𝐹𝑒𝑎𝑡𝑢𝑟𝑒

𝜕2𝓁

𝜕𝑏𝑢𝜕𝑏𝑣
= ෞ𝑦𝑢 δ𝑢,𝑣 −ෞ𝑦𝑣 , 𝐿𝑜𝑔𝑖𝑡

𝜕2𝓁

𝜕𝑤𝑝,𝑞𝜕𝑏𝑢
= 𝑧𝑞ෞ𝑦𝑝 δ𝑝,𝑢 −ෞ𝑦𝑢 , 𝐿𝑜𝑔𝑖𝑡 × 𝐹𝑒𝑎𝑡𝑢𝑟𝑒

𝜕2𝓁

𝜕𝑤𝑝,𝑞𝜕𝑤𝑢,𝑣
= ෞ𝑦𝑝𝑧𝑞𝑧𝑣 δ𝑝,𝑢 −ෞ𝑦𝑢 , 𝐿𝑜𝑔𝑖𝑡 × 𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

Hessian-Gradient Product

Hutchinson’s diagonal estimator
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where the bar notation means average over all training environments

Comparison of HGP and Hutchinson 
with other baselines for CMNIST

DomainBed

Adversarial robustness under perturbation

Correlation between Hessian distances and OOD accuracies/losses for HGP and 
Hutchinson regularization during the training for Colored MNIST

Transferability experiment on OfficeHome

Ablation study of the Hutchinson 
method on PACS when the test 

domain is Sketch


